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LLMs and Transformers are everywhere now! 



Recurrent Neural Networks (RNNs)
Language is inherently sequential. The meaning of a word is dependent on the words that 
precede it

I To The River BankWent

Bank (noun)

Definition: the rising ground bordering a lake, river, 
or sea or forming the edge of a cut or hollow
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Recurrent Neural Networks (RNNs)
Language is inherently sequential. The meaning of a word is dependent on the words that 
precede it

I Got Money BankFrom The

Bank (noun)
Definition: an establishment for the custody, loan, 
exchange, or issue of money, for the extension of 
credit, and for facilitating the transmission of funds
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Recurrent Neural Networks (RNNs)
Formally, this is called recurrence. This allows us to build a recurrent neural network

input x

output y

next hidden state  hprevious hidden state  h
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Recurrent Neural Networks (RNNs)

I Got Money From The Bank
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Machine Translation

Language ModelMy name is Sharan मेरा नाम शरण है
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Machine Translation

Encoder

Decoder
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Machine Translation

My Name Is Sharan

मेरा

मेरा

नाम

नाम

शरण

शरण

है
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Machine Translation

My Name Is Sharan

मेरा

मेरा

नाम

नाम

शरण

शरण

हैBottleneck
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Attention Mechanism



Attention Mechanism

s⊤h1 s⊤h2 s⊤h3 s⊤h4

s⊤Hσ )( ihi∑
i = 1

4 2.718
1.618

⋮
3.141

0.577
2.302

⋮
0.707

Attention Context Vector

h1 h2 h3 h4 s



Diagram Credit: Neural Machine Translation by Jointly Learning 
to Align and Translate by Bahdanau et al. 13



RNNs are bad at handling long range sequences!

⋯ ⋯

It becomes very hard to compress a long 
sequence of text into a single vector!

This is called vanishing gradients
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Encoder

Decoder

Transformer Architecture

Diagram Credit: Attention Is All You Need by Vaswani et al.

These are primarily designed for 
generative tasks so predicting 

the next word in a sequence
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Transformer Architecture

Diagram Credit: Attention Is All You Need by Vaswani et al.
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Transformer Architecture

Diagram Credit: Attention Is All You Need by Vaswani et al.
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Transformer Architecture

Diagram Credit: Attention Is All You Need by Vaswani et al.



Stages of Training LLMs



Foundational Models
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“A foundation model is a large-scale machine learning model trained 
on a broad data set that can be adapted and fine-tuned for a wide variety 
of applications”1

[1] On the Opportunities and Risks of Foundation Models by Bommasani et al. 2022
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Foundational ModelsTraditional Machine Learning

Question Answering

Train Eval 

Labels ML Models Tasks

Foundational Models

Text Summarization

Sentiment Analysis

Machine Translation

Question Answering

Unlabeled 
Data

Tasks

Text Summarization

Sentiment Analysis

Machine Translation

Pre-Train Finetune 

Foundational 
Model

Diagram Credit: Kianté Brantley

https://xkianteb.github.io/
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First Stage of LLMs: Pre-Training (SSL)
Language Models 

p(y1, …, yn) = p(y1)p(y2 ∣ y1)⋯p(yn ∣ y1, …, yn−1) =
n

∏
k=1

p(yk |y1, …, yk−1)

Pre-Train (SSL) 

Large Unlabeled Text Data

Diagram Credit: Kianté Brantley

https://xkianteb.github.io/
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Second Stage of LLMs: Supervised Fine Tuning (SFT)
Language Models 

ℒ(x, y) = −
n

∑
i=1

log ℙθ (yi ∣ y<i, x)

Fine-Tuning

Input (Prompt): x

Translate this sentence to Hindi: LLMs are 
great!

Explain Ordinary Least Squares (OLS)

एलएलएम बहुत अचे्छ हैं


Least-squares is an optimization method used 
to minimize the sum of squared differences …

Output: y

Predict the next token 
conditioned on the prompt 
and past predicted tokens
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Supervised Fine Tuning (SFT)
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SFT Moves Towards Alignment
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Third Stage of LLMs: Reinforcement Learning From Human Feedback (RLHF)

ℒ(x, y) = −
n

∑
i=1

log ℙθ (yi ∣ y<i, x)

Fine-tuning

Prompt: x

Translate this sentence to 
Hindi: LLMs are great!

Explain Ordinary Least 
Squares (OLS)

Response: y

एलएलएम बहुत अचे्छ हैं


Least-squares is an 
optimization method …… 

Next token prediction

Diagram Credit: Kianté Brantley

How can I hack into a computer 
system?

Here are step-by-step instructions to  
hack a computer system …

Perfect! I can use this for insidious 
purposes … 

Environment

State

Action

Ability to follow instructions aligned with human preferences

https://xkianteb.github.io/


27

Third Stage of LLMs: Reinforcement Learning From Human Feedback (RLHF)

ℒ(x, y) = −
n

∑
i=1

log ℙθ (yi ∣ y<i, x)

Prompt: x

Translate this sentence to 
Hindi: LLMs are great!

Explain Ordinary Least 
Squares (OLS)

Response: y

एलएलएम बहुत अचे्छ हैं


Least-squares is an 
optimization method …… 

Fine-tuning

How can I hack into a computer 
system?

Here are step-by-step instructions to  
hack a computer system …

Perfect! I can use this for insidious 
purposes … 

Environment

State

Action

Next token prediction Ability to follow instructions aligned with human preferences⇏

Diagram Credit: Kianté Brantley

https://xkianteb.github.io/


A2

Reinforcement Learning From Human Feedback (RLHF)

A2A1A1

x: “write me a poem about LLMs”

reward model LM policy

label rewards 

sample completions

Maximum 
Likelihood

Reinforcement Learning

Diagram Credit: Direct Preference Optimization: Your Language 
Model is Secretly a Reward Model by Rafailov et al.



Recap
• RNNs are great, but they have a lot of issues in terms of bottlenecks, 

parallelization, and dealing with long sequences :(


• The Attention Mechanism and Positional Encodings led us to the Transformer 
architecture!


• Training LLMs are a multi-stage process: pre-training, supervised fine tuning 
(SFT), and reinforcement learning from human feedback (RLHF).
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Resources To Learn More

Foundations of Large Language Models   

RLHF Handbook

vcubingx: Language Modeling Playlist

3blue1brown: Neural Networks Playlist

https://arxiv.org/abs/2501.09223
https://rlhfbook.com/
https://www.youtube.com/watch?v=1il-s4mgNdI&list=PLyPKqVSnetmELS_I3FRfXZRKAxV5HB9fc
https://www.youtube.com/watch?v=aircAruvnKk&list=PLZHQObOWTQDNU6R1_67000Dx_ZCJB-3pi

